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Overview

• adversarial classifier reverse engineering (ACRE) learning problem
• minimal adversarial cost (MAC) & ACRE learnable 
• k-IMAC & ACRE k-learnable
• Find IMAC for continuous features & boolean features



Problem Definition – Notation

• 𝑋: instance space
• 𝑋!: features (may be real, integer, Boolean, etc.)
• 𝒙 ∈ 𝑋: intances
• 𝑥!: value of the ith feature in instance 𝒙
• 𝑐: classifier, a function from instances 𝒙 ∈ 𝑋 to {0,1}
• positive instances: instances 𝑥 for which 𝑐 𝒙 = 0
• negative instances: instances 𝑥 for which 𝑐 𝒙 = 1



Problem Definition – Assumption

• The adversary can issue membership queries to the classfier for 
arbitrary instances;
• The adversary has access to an adversarial cost function 𝑎(𝒙) that 

maps instances to nonnegative real numbers;
• The adversary is provided with one positive instance, 𝒙", and one 

negative instance, 𝒙#. 



Problem Definition – IMAC

• minimal adversarial cost (MAC) of a classifier 𝑐 and cost function 𝑎: 
the minimum cost 𝑎(𝒙) over all instances 𝒙 classified negatively by 𝑐

𝑀𝐴𝐶 𝑐, 𝑎 = min
𝒙:& 𝒙 '(

𝑎(𝒙)

• instances of minimal adversarial cost (IMAC): the set of all instances 
𝒙 classified negatively by 𝑐 and with minimal cost

𝐼𝑀𝐴𝐶 𝑐, 𝑎 = {𝒙 ∈ 𝑋|𝑎 𝒙 = 𝑀𝐴𝐶 𝑐, 𝑎 𝑎𝑛𝑑 𝑐 𝒙 = 0}
• adversarial classifier reverse engineering (ACRE) learning problem

for classifier 𝑐 and adversarial cost function 𝑎: find an instance 𝒙 ∈
𝐼𝑀𝐴𝐶(𝑐, 𝑎)



Problem Definition – ACRE learnable

• a set of classifiers 𝐶 is ACRE learnable under a set of cost functions 𝐴: 
if an algorithm exists that, for any 𝑐 ∈ 𝐶and any 𝑎 ∈ 𝐴, finds some 
𝒙 ∈ 𝐼𝑀𝐴𝐶(𝑐, 𝑎) using only polynomially many membership in:

(1) 𝑛: the number of features
(2) size(c): the encoded size of c
(3) size 𝑥", 𝑥# : the encoded size of the positive and negative instances 
(assume to be encoded as strings of digits in a known, fixed base) 



Problem Definition – k-IMAC & ACRE k-
learnable
• k-IMAC: the set of all negative instances whose costs are within a 

constant factor k of the MAC:
𝑘 − IMAC 𝑐, 𝑎 = 𝐱 ∈ 𝑋 𝑎 𝐱 ≤ 𝑘 A 𝑀𝐴𝐶 𝑐, 𝑎 and 𝑐 𝐱 = 0

• ACRE k-learnable 



Adversarial Cost Functions

• linear cost function: 

𝑎 𝐱 =D
!

𝑎!|𝑥! − 𝑥!)|

• uniform linear cost functions: 𝑎! = 1



Boolean Formulae

• In general, this set of classifiers is not ACRE learnable under most 
interesting adversarial cost functions;
• Certain classes of Boolean formulae are ACRE learnable. For example,
(1) Monotone k-DNF problems: 𝑂(𝑛*)
(2) Boolean Formulae only with ⋀ and one positive instance: n queries



Linear Classifiers

• weight vector: 𝐰 ∈ 𝑅+, threshold: T
• Positive instance: 𝐰 A 𝐱 > 𝑇, 𝐠𝐚𝐩 𝐱 ≔ |𝐰 A 𝐱 − 𝑇|
• sign witness to a feature 𝑓: a pair of instances, 𝐬" and 𝐬# such that 
𝑐 𝐬" = 1, 𝑐 𝐬# = 0, and ∀𝑖 ≠ 𝑓, 𝑠!" = 𝑠!#



Linear Classifiers – Continuous Features



Linear Classifiers – Continuous Features

• The gap btween original sign witness

• Refine the gap using a binary search on the value of feature 𝑓 to find a 
negative instance 𝐱 with gap less than 𝜖/4: 𝑂 log ,

-
+ size 𝐬", 𝐬#

• Total error: at most (1 + -
.
)/< 1 + 𝜖, for 𝜖 < 8

• The number of queries per feature is logarithmic in 1/𝜖 and the ratio 
𝑤0/𝑤!, where log(𝑤0/𝑤!) is O(size(c))



Linear Classifiers – Continuous Features

• Total error: at most (1 + -
.
)/< 1 + 𝜖, for 𝜖 < 8

• The number of queries: 𝑂 log ,
-
+ log 𝐠𝐚𝐩 𝐱𝐚



Linear Classifiers – Boolean Features



Linear Classifiers – Boolean Features

• The problem is NP-hard because it is a reduction from the subset sum 
problem.

• Proof omitted (refer to the paper)



Empirical Study: Spam Filtering



Future Work

• Other forms of adversarial cost functions, types of classifiers, more 
complex learning scenarios;
• Proving the learnability of less restricted Boolean formulas under 

different adversarial cost functions;
• What conditions ACRE learning robust to noisy classifiers?
• When queries are expensive?



Discussion
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Overview

• Formulate adversarial learning problems from game theory 
perspectives
• Classifier strategy & Adversary strategy in one round game



Problem Definition



Problem Definition



Cost-Sensitive Learning

• Naive Bayes:

• conditional utility:

• Use greedy forward selection to select features  



Adversary Strategy



Adversary Strategy

𝐿𝑂𝒞 𝑥 = log "($|&)
"((|&)

𝐿𝑂𝒞 𝑥) = log "(&!|$)
"(&!|()

• Naive Bayes classifies an instance as positive if 

𝐿𝑇 𝑈* = log +" (,( (+"($,()
+" $,$ (+"((,$)

𝑔𝑎𝑝 𝑥 = 𝐿𝑂𝒞 𝑥 − 𝐿𝑇 𝑈*

• Adversary gain a utility of ∆𝑈- = 𝑈- −,+ − 𝑈-(+,+)



Adversary Strategy
• 𝛿),&!#: 1 if the feature 𝑋) is changed from 𝑥) to 𝑥)., and 0 otherwise

• gain in Adversary’s objective of making the instance negative: ∆𝐿𝑂),&!# = 𝐿𝑂𝒞 𝑥) − 𝐿𝑂𝒞 𝑥).

• integer (binary) linear program (NP-hard, can be reduced from 0-1 knapsack problem):

• minimum cost camouflage (MCC) of 𝑥
• Adversary startegy:



Adversary Strategy
• A pseudo-linear time (𝑂(𝑊∑) ||𝒳))) algorithm can be obtained by discretizing 𝐿𝑂𝒞



Adversary Strategy
• 1st pruning rule: 

• 2nd pruning rule: sort all the 𝑖, 𝑥). tuples in increasing order of 𝑊) 𝑥) , 𝑥). ≥ 0. For identical values of 
𝑊) 𝑥) , 𝑥). , use decreasing order of ∆𝐿𝑂),&!# as the secondary key and use the first entry in the list.



Classifier Strategy
• Assumptions:

• (Implies 𝑊 𝑥, 𝑥.. ≤ 𝑊 𝑥, 𝑥. +𝑊(𝑥., 𝑥..))



Classifier Strategy
• The probability of observing an instance 𝑥′:

where 𝒳- 𝑥. = {𝑥: 𝑥. = 𝒜(𝑥)}

where 𝒳-. 𝑥. = 𝑥: 𝑥. = 𝒜 𝑥 \ 𝑥. , 𝐼 𝑥. = 1 if 𝑁𝐵 𝑥. = − or 𝑊 𝑥., 𝑀𝐶𝐶 𝑥. ≥ ∆𝑈-, and 𝐼 𝑥. = 0 otherwise



Classifier Strategy

• Solution to compute ∑&∈𝒳$# (&#)𝑃(𝑥|+): iterate through all possible positive examples and check if 𝑥′ is their 
minimum cost camouflage (need pruning!)



Classifier Strategy – pruning rules



Experiments – one round



Experiments – one round



Experiments– repeated game



Future Work

• The general existence and form of Nash or other equilibria in 
adversarial classification;
• Limitation: single-shot version of the adversarial classification game: 

one move by each of the players;
• Experiments on spam testbed lack feature measurement costs



Discussion


