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Community detection (CD)

Fortunato, S. (2010). Community detection in graphs. Physics reports, 486(3-5), 75-174.

“community”

users Modularity:

# of clusters
# edges joining the community 𝑐

Sum of degree 
of nodes in 𝑐

# of edges in the 
whole graph



Louvain method for CD

V. D. Blondel, J.-L. Guillaume, R. Lambiotte, and E. Lefebvre. Fast unfolding of communities in large networks. Journal of Statistical Mechanics: 
Theory and Experiment, 2008

# of edges in the  
community 1st

# of edges between 
c1 and c3

Weighted graph
C2 and c3 are 
combined



Differential privacy

Dwork, C., & Roth, A. (2014). The algorithmic foundations of differential privacy. Found. Trends Theor. Comput. Sci., 9(3-4), 211-407.

“privacy budget”



Two categories of DP CD



𝜀-DP graph

Neighboring graph:



Input perturbations

• Laplace mechanism

C. Dwork, F. McSherry, K. Nissim, and A. Smith. Calibrating noise to sensitivity in private data analysis. TCC, pages 265–284, 2006.

Laplace distribution:

Global sensitivity:



Input perturbations

• Geometric mechanism

A. Ghosh, T. Roughgarden, and M. Sundararajan. Universally utility-maximizing privacy mechanisms. SIAM Journal on Computing, 2012.

For a function The mechanism

where and satisfies 𝜀-DP.

Δ is guaranteed to be integral



Algorithm1: LouvainDP
Basic idea: create a noisy weighted supergraph 𝐺1 from 𝐺 by grouping nodes 
with equal size 𝑘

Randomly initialize 𝐺1 by 
node permutation and 
grouping

# of all possible edges in 𝐺1

Noisy # of superedges



Algorithm1: LouvainDP
Basic idea: create a noisy weighted supergraph 𝐺1 from 𝐺 by grouping nodes 
with equal size 𝑘

Go through non-zero superedges, 
add geometric noise, decide if 
adding edge by threshold 𝜃

Go through zero superedges, draw 
integral weight and add edge if 𝑤
is larger than zero

G. Cormode, C. Procopiuc, D. Srivastava, and T. T. Tran. Differentially private summaries for sparse data. In ICDT, pages 299–311. ACM, 2012.



Algorithm1: LouvainDP

G. Cormode, C. Procopiuc, D. Srivastava, and T. T. Tran. Differentially private summaries for sparse data. In ICDT, pages 299–311. ACM, 2012.

Basic idea: create a noisy weighted supergraph 𝐺1 from 𝐺 by grouping nodes 
with equal size 𝑘

High-pass filtering (Cormode
2012) for private data 
sampling



Algorithm perturbations
Basic idea: heuristically detect cohesive groups of nodes privately

Challenges:
• Efficiently find good split of nodes with high modularity under DP 

restrictions
• Merge small groups

A possible cut

K=3: no more than three 
child nodes for each 
internal node



Preliminary: Exponential mechanism

F. McSherry and K. Talwar. Mechanism design via differential privacy. In FOCS, pages 94–103. IEEE, 2007.

Global sensitive

Sampling output



Preliminary: Composability of DP

F. D. McSherry. Privacy integrated queries: an extensible platform for privacy-preserving data analysis. In SIGMOD, pages 19–30. ACM, 2009.



Algorithm: ModDivisive

Stage 1st : DP sampling a tree of depth 𝑚𝑎𝑥𝐿, use budget 𝜖1

Stage 2nd : find best cut for all levels, use budget 𝜖𝑚 ∗ 𝑚𝑎𝑥𝐿



Algorithm: ModDivisive

Allocate the privacy budget for all levels in the 
tree: σ𝑖 𝑒𝐴 𝑖 = 𝜖1 cuz the sequential 
composability of DP

Go across each node in 𝑄, try to make a node 
partition by ModMCMC algorithm. Then attach 
each partition as the child nodes

𝑟

𝑟. 𝑝𝑎𝑟𝑡



Algorithm: ModMCMC

Transform partition 𝑃𝑖−1 to 𝑃𝑖 with 
the specified probability by 
exponential mechanism



Algorithm: ModDivisive

Get a cut on the final 
partition to reach the 
best modularity



Experiments

• Aims: verify if the DP CD gets good clustering quality in good 
efficiency

Obtained by Louvain method



Performance of LouvainDP

Group size 𝑘

# of nodes in the graph



Performance of ModDivisive



Performance comparison


