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SCALABLE PRIVATE LEARNING WITH PATE
Nicolas Papernot, Shuang Song, Ilya Mironov, Ananth Raghunathan, Kunal Talwar, Úlfar Erlingsson



Problem Statement
■ Protect private data

– Sensitive medical data (HIPAA compliance)
– Emails (Credit Card numbers, SSNs)

■ Why is this so difficult?
– Models unintentionally learn training data

■ Authors propose improvement to Private Aggregation of Teacher Ensembles (PATE)



PATE Pipeline
1. Split private dataset into disjoint subsets

2. Train private teacher model for each subset

3. Predict labels using aggregate of predictions (with noise) on unlabeled public data

4. Train student model on newly labeled data

5. Use student model for predictions 
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“Scalable” PATE
■ Authors scale PATE to handle

– Large numbers of output classes
– Uncurated, imbalanced student training data

■ Two ways to achieve this
– Add less noise
– Make student training data more selective



Three Proposed Aggregation 
Mechanisms
■ Original Aggregator

■ Laplacian NoisyMax (LNMax)

■ Gaussian NoisyMax (GNMax)

■ Confident Aggregator (Confident-GNMax)

■ Interactive Aggregator (Interactive-GNMax)



Privacy Budget
■ Tradeoff between privacy and accuracy

■ Upper bound on leakage

■ 𝜖 = privacy budget
■ Maximum distance between a record on X and the same record on Y
■ ε = 0 means the output for the same query is the same on X and Y

■ 𝛿 = probability of leakage (aka room for error)



Gaussian NoisyMax Aggregator
■ ”Tail diminishes more rapidly than the Laplace distribution”



Gaussian vs Laplacian



Confident Aggregator
■ Check if teacher’s max prediction score sum (with noise) add up to at least T

■ 0.6*teachers < T < 0.8*teachers
■ Use a high standard deviation for lower ε cost per query

■ If they do, then use that training sample with a label from normal aggregation 
scheme and lower standard deviation

■ Otherwise ignore sample



Confident Aggregator (Algorithm)



Confident Aggregator Stats



Interactive Aggregator
■ Builds off confident aggregator

■ Only use data if 
■ Student predicts different answer teachers
■ Student predicts right answer confidently (> 𝛾)

■ Authors suggest using confident aggregator first, then interactive aggregator



Interactive Aggregator (Algorithm)



Empirical Evidence



Conclusion + Drawbacks
■ Using PATE is an effective way to learn on private data while maintaining privacy 

guarantees

■ By using two different aggregation schemes, we can get achieve near-baseline 
performance

■ Drawbacks
■ Must have public version of dataset 



Questions?



PLAUSIBLE DENIABILITY FOR PRIVACY-PRESERVING DATA 
SYNTHESIS

Vincent Bindschaedler, Reza Shokri, Carl A. Gunter



Problem Statement
■ How do we release private datasets?

■ Tradeoff between usability and privacy

■ Issues that exist now
– Imperfect deidentification methods
– Requires domain knowledge

■ Authors propose a generic theoretical framework for generating synthetic data in a 
privacy preserving manner

■ Splits pipeline into two parts
– Generative model
– Privacy Test



Plausible Deniability
■ A mechanism ensures plausible deniability if there at least k > 0 records that could 

have produced the same synthetic data with similar probability

■ A data record is only published if it passes this privacy test, otherwise it is discarded

■ Can be “attached” to any generative model

■ Larger k and 𝛾 closer to 1 = stronger indistinguishability



Example (k, 𝛾)-PD Pipeline
■ Inputs: Model (M), dataset (D), and privacy parameters k > 0 and 𝛾 ≥ 1

■ Steps:
1. Sample a seed 𝑑 ∈ 𝐷
2. Generate synthetic record 𝑦 = 𝑀(𝑑)
3. Run privacy test on (M, D, d, y, k, 𝛾)
4. If test passes, release data record otherwise toss it



Example Privacy Test
■ Inputs: Model (M), dataset (D), records 𝑑 ∈ 𝐷 and 𝑦 = 𝑀(𝑑) and privacy parameters 

k and 𝛾

■ Steps:
1. Find 𝑖 such that

𝛾!"!# < Pr y = 𝑀 𝑑 ≤ 𝛾!#

2. Find k’, the number of records 𝑑! ∈ 𝐷 such that
𝛾!"!# < Pr y = 𝑀 𝑑$ ≤ 𝛾!#

3. Pass test if 𝑘" ≥ 𝑘



Example Privacy Test (with DP)
■ Inputs: Model (M), dataset (D), records 𝑑 ∈ 𝐷 and 𝑦 = 𝑀(𝑑) and privacy parameters 

k and 𝛾

■ Steps:

1. Let 0𝑘 = 𝑘 + 𝑙𝑎𝑝( #
$!
)

2. Find 𝑖 such that
𝛾!"!# < Pr y = 𝑀 𝑑 ≤ 𝛾!#

3. Find k’, the number of records 𝑑! ∈ 𝐷 such that
𝛾!"!# < Pr y = 𝑀 𝑑$ ≤ 𝛾!#

4. Pass test if 𝑘" ≥ 0𝑘



Relationship with DP
■ If we use the example privacy test with differential privacy, we can obtain the 

following bound



Probability of Passing Privacy Test



Generative Model
■ The proposed synthesizer is a probabilistic model that captures the joint distribution 

of attributes 
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Model
■ Definitions

– m = number of attributes
– {𝐱#, 𝐱%, …, 𝐱&} = set of random variables associated with D
– 𝒢 = DAG where nodes are random variables and edges are dependencies
– 𝑃𝒢(𝑖) = set of parents for 𝐱(



Synthesis
■ Creates new record by transforming a real data record (seed)

■ Terms
– 𝜔 = number of attributes for which new values are generated
– 𝜎 = dependency order between random variables (topological order)

■ Steps
1. First fix {σ 1 , … , σ m − ω } to be same as seed
2. Resample σ 𝑖 for 𝑖 > 𝑚 − 𝜔 as



Creating Graph 𝒢
■ Use Correlation-based Feature Selection on DT to build ̅𝒢, a dependency structure

■ Add Laplacian noise to correlation to satisfy DP

■ Modify Dirichlet distribution to use max(0, 𝑛 + 𝐿𝑎𝑝 #
$"

) data records from DP



Generator Differential Privacy
■ Structural Learning (𝜖), 𝛿))-differentially private

– 𝛿) ≪
#
*#

𝜖) = 𝜖*+ + 𝜖, 2𝑚 𝑚 + 1 ln(𝛿)-#) + 𝑚 𝑚 + 1 𝜖,(𝑒$$ − 1)

■ Parameter Learning (𝜖., 𝛿.)-differentially private

– 𝛿. ≪
#
*"

𝜖. = 𝜖/ 2𝑚 ln(𝛿)-#) + 𝑚𝜖/(𝑒$% − 1)



How Good is the Generator with DP?

Classifiers trained on data
Pairwise distance to real records

(smaller is better)



Distinguishing Game

Classifier’s ability to distinguish real records from synthetics



Conclusion
■ Introduced a new notion of “plausible deniability”

■ Gives us a way to relate plausible deniability to differential privacy

■ Proposed a mechanism to make any generative model have privacy guarantees 

■ Outlined a method to generate synthetic samples with differential privacy



Questions?


