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Papers to discuss
● Conditional Generative Adversarial Nets
● Video-to-Video Synthesis
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Mehdi Mirza, Simon Osindero
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What if we want to control the attributes/
properties of the characters generated?
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Training a conditional GAN
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Generated MNIST digits
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Applying (Conditional) GAN to NLP
● Issue: Textual outputs are discrete and non-differentiable.
● Solutions:

○ REINFORCE algorithm [1]
○ Gumbel-Softmax relaxation [2]

[1] Li, J., Monroe, W., Shi, T., Jean, S., Ritter, A., & Jurafsky, D. (2017). Adversarial learning for neural dialogue 
generation. EMNLP 2017
[2] Jang, E., Gu, S., & Poole, B. (2016). Categorical reparameterization with gumbel-softmax. ICLR 2017.



Takeaway
● The paper presents a simple yet effective extension towards controllability of

GAN by feeding additional information to it.
● There is still a great room for improvement for synthesizing images using

conditional GAN.



Video-to-Video 
Synthesis

Ting-Chun Wang, Ming-Yu Liu, Jun-Yan Zhu, Guilin Liu, 
Andrew Tao, Jan Kautz, Bryan Catanzaro



Video-to-video synthesis
Main challenge: Temporal coherence



Problem formulation
The model is tasked to map from a given a sequence of video frames

to a target sequence of video frames

such that
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Optical flow

Walker, J., Gupta, A., & Hebert, M. (2015). 
Dense optical flow prediction from a static 
image. In Proceedings of the IEEE International 
Conference on Computer Vision



Image warping

Gilles, J., Dagobert, T., & De Franchis, C. (2008, 
October). Atmospheric turbulence restoration by 
diffeomorphic image registration and blind 
deconvolution. In International Conference on 
Advanced Concepts for Intelligent Vision Systems 
(pp. 400-409). Springer, Berlin, Heidelberg.



Approach
● Sequential generator: generate future frames
● Conditional image discriminator: ensure each frame is photorealistic
● Conditional video discriminator: ensure temporal consistency



Sequential generator
● Markov assumption

● Use a feed-forward network F to approximate

○ Estimated optical flow
○ Hallucinated image
○ Occlusion mask



Conditional image discriminator
● Distinguish true pairs from fake .
● Objective function:

=



Conditional video discriminator
● Enhance temporal consistency by ensuring consecutive output frames

resemble that of real frames given the gold optical flow.
● Distinguish true pairs                  from fake .
● Objective function:

=



Final objective function



Quantitative Results
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Why not regular seq2seq models?



A toy example

Seq2seq

Previous frames
Next frame

Mathieu, M., Couprie, C., & LeCun, Y. (2015). Deep multi-scale 
video prediction beyond mean square error. ICLR 2016



A toy example

Mathieu, M., Couprie, C., & LeCun, Y. (2015). Deep multi-scale 
video prediction beyond mean square error. ICLR 2016



Takeaway
● Enforcing temporal consistency is key to high quality video synthesis.
● By adding a video conditional discriminator, the work successfully shows

improvement in temporal consistency of the videos generated.
● The proposed approach can be applied to various tasks, such as future video

prediction.
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