
DefenseAgainstAdversarial
Attacks(Theoretic)



Recallthe empiricaldefenseapproaches

ÅPeerNet: leveragingthe peerinformation(consistency)

ÅDistillationasa defense:ensure the classification output by a DNN 
remains constant in a closed neighborhood around any given sample 
extracted from the input distribution

ÅPGDadversarialtraining



Towards Deep Learning Models Resistant to 
Adversarial Attacks
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ÅUsea natural saddle point (min-max) formulation to capture the 
notion of security against adversarial attacks in a principled 
manner.

ÅThe formulation castsboth attacks and defenses into a common 
theoretical framework.

ÅMotivateǇǊƻƧŜŎǘŜŘ ƎǊŀŘƛŜƴǘ ŘŜǎŎŜƴǘ όtD5ύ ŀǎ ŀ ǳƴƛǾŜǊǎŀƭ άŦƛǊǎǘ-
ƻǊŘŜǊ ŀŘǾŜǊǎŀǊȅέ.



ModelCapacity
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Towards Deep Learning Models Resistant to 
Adversarial Attacks



Beyondthe Min-maxGame

ÅWill it help if we havemoreknowledgeaboutour learningtasks?
ÅGeneralunderstandingaboutMLmodels

ÅPropertiesof specificlearningtasks
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DecisionBoundaryBasedDetection



DecisionBoundaryAnalysisof Adversarial
Examples
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Takeaways

ÅDecisionboundariesof DNNsareimportant towardsimproving
learningrobustness

ÅIsolatedislandsin the datamanifoldwould leadto harder
detected/defensedadversarialbehaviors





CertifiedRobustnessfor DNNs

https://github.com/AI-secure/Provable-Training-and-Verification-Approaches-Towards-Robust-
Neural-Networks

https://github.com/AI-secure/Provable-Training-and-Verification-Approaches-Towards-Robust-Neural-Networks


CertifiedRobustnessviaRandomized
Smoothing
ÅNeyman-Pearsonlemma

ÅSmoothedclassifier

ÅCertificationbound
Åtightness



Relatedreading:Mitigating Evasion Attacks to Deep 
Neural Networks via Region-based Classification

Illustration of the region-based classification. x 
is a testing benign example and xΩis the 
corresponding adversarial example. The
hypercube centered at xΩintersects the most 
with the class region that has the true label.


