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**Abstract:** Neural networks have become a crucial element in modern artificial intelligence. When applying neural networks to mission-critical tasks such as those in autonomous systems and medical devices, it is often desirable to formally verify their trustworthiness such as safety, robustness and correctness. In this talk, I will first introduce the problem of neural network verification and the challenges of guaranteeing the behavior of a neural network given input specifications. Then, I will discuss the bound-propagation-based algorithms (e.g., CROWN and beta-CROWN), which are efficient, scalable and powerful techniques for formal verification of neural networks and can also be generalizable to computational graphs beyond neural networks. My talk will highlight state-of-the-art verification techniques used in our α, β-CROWN (alpha-beta-CROWN) verifier that won the 2nd and 3rd International Verification of Neural Networks Competition (VNN-COMP 2021 and 2022), as well as recent advances and open challenges in the field of neural network verification.
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