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How do we attach value to data?

Data for ML models are often contributed by multiple parties

How do we reward the different contributors?



Background: Shapley Value

“A classic method in cooperative game theory to distribute the total gains generated by the coalition of 
all players”

At a high level, to determine user “u”s contribution, we consider their contribution in all subsets of all 
users (that include user “u”).

Utilized in multiple real-world scenarios as it addresses many desirable properties: fairness, 
rationality, decentralization, etc.

Can we use the Shapley Value to determine the contribution of each party’s data to the whole 
dataset?



Problem Formulation

For Utility function U and user i, we want to assign the user some value s(U, i)

Shapley Value Equation:

Average marginal contribution of user “i”s data to all subsets of whole dataset “D”



Problem Formulation Cont.

“The importance of the SV stems from the fact that it is the unique value division scheme 
that satisfies the following desirable properties”

Group Rationality: Value of entire dataset is distributed amongst all contributors

Fairness: Users with identical contributions have same SV

Additivity: 

- “The additivity property facilitates efficient value calculation when data is used for 
multiple applications, each of which is associated with a specific utility function”



Efficiently Calculating Shapley Value

Computation cost of SV is very high. To calculate SV, we need to calculate 
marginal utility of every user to every coalition, which takes 

Calculating Utility itself can be computationally expensive as well and might 
require an ML model

Let’s try coming up with a more efficient measure for SV by approximating. For SV 
approximation           f , it is an (𝜖, δ)-approximation to the true SV value if 



Critical Thinking

● Do we really need to calculate ALL subsets of the whole dataset for each 
user? What are some alternatives?

● If the SV measures user “u”s data contribution to the ML model, what if the 
data contributes negatively to the model? Will they be rewarded more, and 
how do we handle this?



Baseline: Permutation Sampling

Let π be a random permutation of 𝐈, the set of users, and each permutation has 
a probability of 1/N! 

Consider random variable: 

We can estimate SV for user “i” as expected value of ɸ as according to the 
definition earlier:

Shapley Value is measured by the average marginal contribution of user “i”s 
data to all subsets of whole dataset “D”



Baseline: Permutation Sampling (Runtime)

According to Hoeffding’s bound, for each user, we need “m” permutations to 
achieve an (𝜖, δ)-approximation is:

Where “r” is the range of the utility function.

Since the runtime is N*m, we get a runtime of: 



Group Testing-Based Approach

Can we reduce number of utility 
evaluations compared to Baseline 
Algorithm?

We can utilize group testing, where each 
test we calculate the utility of randomly 
selected users.

Each test T only needs one utility 
calculation, significantly decreasing the 
number of utility function calls required



Group Testing-Based Approach (Finding    )

Since we utilized group testing, how do we get individual SV for one user?

“If we can estimate the Shapley differences between all data pairs up to (ε/√ N, 
δ/N), then we will be able to recover the SV with the approximation error (ε, δ)”



Group Testing-Based Approach (Runtime)

We can use Taylor expansion to see that with large N, we have T =

Since we only have 1 utility calculation per test, our total run time is



Critical Thinking

● Do we have to use random sampling for the baseline permutation algorithm? 
Or are there alternatives?

● What if some user “U” is never included in a test group? If this is a possibility, 
is random sampling still valid?



Exploiting the Sparsity of Values

Most values are concentrated around the mean and only a few data points have 
significant value 

Can utilize compressive sensing, which studies recovering a sparse signal s with 
far fewer measurements y = As



Exploiting the Sparsity of Values (Choosing matrix A)

Matrix must satisfy Restricted Isometry Property (RIP)

- High Level: Sparse matrices that are nearly orthonormal

We can simply choose A to be a random Bernoulli matrix



Exploiting the Sparsity of Values (Runtime)

For constant C’, consider M and T:

Runtime of evaluation is N*T: 



Influence Functions

Influence Functions - analytical tools that can be used to assess the effect of removing an 
observation on the value of a statistic without having to recalculate that statistic

“A plain way to evaluate the difference requires training a large number of models on different 
subsets of data” 

- Consider: 

By utilizing influence functions, we can avoid re-training the model often as it will be robust against 
parameter changes

Baseline Permutation Sampling Method’s performance is greatly improved when combined with 
Influence Functions alongside a more sophisticated sampling technique.



Largest-S Approximation

Consider a single subset S for computing,       
to be

With this heuristic, we can take a model trained 
on the whole dataset and compute the influence 
function for each data point rather than 
grabbing different subsets

Since Largest-S only considers 1 subset, it 
cannot satisfy both group rationality and 
additivity simultaneously. 



Experimental Results

Result Evaluation:

- Approximation Accuracy
- Runtime

How do we choose a method?



Value for Privacy-Preserving

Noise often added as a means of privacy

SV decreases with the increase of noise



Value for Adversarial Examples

SV value increases for adversarial examples

Can we potentially use this for adversarial example detection?



Critical Thinking

● Why is it an issue that Largest-S Approximation cannot satisfy both rationality 
and additivity?

● What are scenarios where we would want to prioritize accuracy over runtime, 
or vice versa?



Discussion Points

Is it possible to use this method to detect poisoned data (if submitted by same 
user)? Perhaps the poisoned data’s corresponding SV will stand out?

By having rewards based on data contribution, will this encourage higher quality of 
data in the future?

What are aspects of data that are desirable? What would a valid utility function 
look for in “valuable” data?



Conclusion

Shapley Value and game theory in general can contribute a lot to ML.

Valuation of data in general is an unexplored yet emerging topic.



Questions?


