
Detection Against Adversarial
Attacks



Recall: Blackbox Attack

• No-query blackbox attack (transferability)

• Query based attack (score based, decision boundary based)

• Analysis for adversarial transferability



Exploring the space of adversarial images

• Adversarial examples in both linear and deep classifiers

• Probe the pixel space of adversarial images using noise of varying
intensity and distribution

• Adversarial examples are isolated? Or do they form large, compact
regions?

Banana (blue); mushroom (red)



Exploring the space of adversarial images

• Adversarial instance generation

• Adversarial space exploration
• Probe the space around the images with small random perturbation

• Round, compact regions: classifier will be consistent

• Sparse, discontinuous regions: classifier will be erratic

L-BFGS-B to solve the
opt, and bisection
search for C



Exploring the space of adversarial images

• Add noise to instance x and calculate the fraction that keep or switch
labels
• Gaussian noise

• Sample from empirical distribution from a non-parametric observation



Exploring the space of adversarial images



Adding non-parametric empirical noise



Exploring the space of adversarial images

• Classifiers for MNIST are more resilient against
adversarial images than ImageNet

• MNIST/logistic behaves differently than the
deep MNIST/ConvNet

• i.i.d. Gaussian noise has spatial correlations,
and no important higher-order momenta;
therefore we also sample noise from
nonparametric empirical distribution
• For imageNet, the curves for non-parametric noise

fall before that of Gaussian noise

• The behavior tailed noise affects the images more
even without the spatial correlation



Takeaways

• Adversarial images are not necessarily isolated, spurious points: many
of them inhabit relatively dense regions of the pixel space

• This may helps to explain the transferability

• An important next step: understand the spatial natural of the
adversarial distortion

• Susceptibility of adversarial attacks is attributed to the linearity in the
network but here it shows the phenomenon may be more complex
• A relatively more linear classifier seems no more susceptible to adversarial

images than a strong, deep classifier



Beyond the Min-max Game

• What if we have more knowledge about our learning tasks?
• Properties of learning tasks and data

• General understanding about ML models
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Characterize Adversarial Examples Based on Spatial Consistency 
Information for Semantic Segmentation 

• Attacks against semantic segmentation
• State-of-the-art attacks against segmentation: Houdini [NIPS2017],

DAG [ICCV 2017]

• We design diverse adversarial targets: hello kitty, pure color, a real
scene, ECCV, color shift, strips of even color of classes

• Cityscapes and BDD datasets
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Benign

Adversarial Examples



Spatial Context Information
• Spatial consistency is a distinct property of image 

segmentation

• Perturbation at one pixel will potentially affect the prediction 
of surrounding pixels
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Perturbation on single patch may loss its
adversarial effect
• Spatial consistency: the consistency of segmentation results for randomly

selected patches from an image

• Such spatial consistency information from benign and adversarial instances are
distinguishable

• We apply mIOU to compare the segmentation results between patches
• For each class, Intersection over Union (IOU) is calculated as TP/(TP+FP+FN). Here we

calculate the relative mIOU for each pair of patches
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mIOU

mIOU

Random Patch Selection Spatial Consistency

Pipeline of spatial consistency based detection for adversarial examples on
semantic segmentation



We apply mIOU to evaluate the consistency information for
patches from benign and adversarial instances quantitatively

• Detection
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Adaptive Attack Against Spatial Consistency
Based Detection
• Adaptive attack:

• Assume the attacker has perfect knowledge of #selected patches: K

• We generate perturbation that the selected k patches can all be mis-segmented to
the corresponding regions within adversarial target
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Detecting adversarial instances based on
spatial consistency information

• Both the spatial consistency based detection and the scaling based baseline
achieve promising detection rate on different attacks

• The scaling based baseline fails to detect strong adaptive attacks while the spatial
based method can
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Takeaways

• Spatial consistency information can be potentially applied to help
distinguish benign and adversarial instances against segmentation
models.

• Strong adaptive attacker can hardly succeed when large randomness
is incorporated into the model
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Attacks on
segmentation  

Attacks on pose
estimation

Attacks on object
detection

Adversarial Frames In Videos



Defensing Adversarial behaviors in Videos –
Temporal Dependency
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• The results show that choosing more random patches can improve detection
rate while k=5 is enough to achieve AUC 100%

• The spatial consistency based detection is robust against strong adaptive
attackers due to the randomness in patch selection
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Beyond the Min-max Game

• What if we have more knowledge about our learning tasks?
• Properties of learning tasks and data

• General understanding about ML models
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Important Concept: data manifold

• Data Manifold theory: 
• Manifold: the subspace that has local Euclidean space properties

• The data we observed were actually mapped from a low-dimensional space

• We use PCA/autoencoders etc. to “unwrap” the manifold

• We assume the data points from testset and trainset are all from a same manifold

• Not the case if we consider adversaries

[ICLR 2018]



Previous Measures

• K-means distance
• Distance to k nearest neighbors

• Kernel density 
• non-parametric

• estimate the pdf (probability density function) of a random variable

• Can fail to distinguish the sub-manifold that a test case lies in



Estimation of Local Intrinsic Dimensionality
(LID)
• The sub-manifolds are not parametric 

• given by data points instead

• We use estimation
• Sample a small set of size larger than k

• compute their distance to x, take closest k

• rk(x) is the maximum of the neighbor distances



Use LID to characterize the sub-manifold

• LID of benign x 
• The dimension of S (the sub-manifold x lies in)
• Should be small since S is under some intrinsic 

constraints
• LID of adversarial x’: 

• Full degrees of freedom afforded by the 
representational dimension of the data domain

• Attacks generally allow modification of all pixels





Characterizing Adversarial Examples
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AUC of different detection methods against various attacks

Attack Failure Rate of Strong Adaptive Attacks Against LID Detector



SaftyNet: Detecting and Rejecting Adversarial
Examples Robustly
• Use RBF-SVM to perform classification based on the discrete codes

computed from late stage ReLUs



SaftyNet: Detecting and Rejecting Adversarial
Examples Robustly
• Quantize each ReLU at some set of thresholds to generate a discrete

code (binarized code in the case of one threshold)

• Hypothesis: Adversarial attacks work by producing different patterns
of activation in late stage ReLUs to those produced by natural
examples



Application: SceneProof



Takeaways

• Leverage a network to make adversarial attacks harder

• In the SceneProof application it is possible to check whether a pair of
image and depth map is consistent or not
• Robust to specific types of applications


