
Evasion Attacks Against Various
Machine Learning Models



Recall: Non-traditional Adversarial Attacks

• Leveraging generative adversarial networks --- diverse, realistic,
efficient

• Spatially transformed adversarial examples/Wasserstein distance
based adv --- diverse, realistic

• Effective physical world attack --- spatial constrained, robust under
physical conditions



Adversarial examples for semantic
segmentation and object detection

• Generating adv. is a critical step for evaluating and improving
robustness of learning models.

• So far we introduced adv. against classifiers

• What about other learning tasks?



Adversarial examples for semantic
segmentation and object detection
• Both segmentation and detection are based on classifying multiple

targets on an image

• Dense adversary generation (DAG)



Adversarial examples for semantic
segmentation and object detection
Problem statement

targetsPerturbation Ground truth

Targeted attack

Untargeted attack



Transferability analysis

• Cross training transfer
• Models are trained with different subset of data

• Cross network transfer
• Models are of different architecture

• Cross task transfer
• Use the perturbation generated against detection to attack a segmentation

network



Cross training

Cross Network



Takeaways

• Heuristically generate perturbation to move each target towards the
adversarial goal

• Transferability exists for adversarial examples for
segmentation/detection

• Adding multiple adversarial perturbations often works better than
adding a single source of perturbation in terms of transferability



Similar work

• Delving into transferable adversarial examples and black-box
attacks
• Apply ensemble attack to attack multiple models to increase

targeted transferability

• Multi-source perturbation helps?
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VGG16 Military uniform

ResNet50 Jigsaw puzzle

ResNet101 Motor scooter

ResNet152 Mask

GoogLeNet Chainsaw

Ground truth: running shoe



Targeted Adversarial Example’s Transferability 
Among Two Models is Poor!
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Only 2% of the adversarial images generated for 

VGG16 (row) can be predicted as the targeted label by 

ResNet50 (column)
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Clarifai.com

Ground truth from ImageNet: broom
jacamar



• Ground truth: broom

• Target label: jacamar

Adversarial Example on Clarifai.com



Similar work

• Physical Adversarial Examples for Object Detectors

Cell in YOLO Bounding box

Difference: instead of ensemble over models, here it ensembles over object regions



Houdini: Fooling Deep Structured Prediction
Models
• Other deterministic objective function for attacking different learning

models?

• Houdini: tailored for the final performance measure
• Speech recognition

• Pose estimation

• Semantic segmentation



• Optimization based method

• Houdini

Houdini: Fooling Deep Structured Prediction
Models

Stochastic margin
Confidence of the model

Task loss









Takeaways

• By adding margin based constraint together with the task loss, the
attack can be generated against a range of tasks with high confidence

• Targeted attacks seem to be more challenging when dealing with 
speech recognition systems than when we consider artificial visual 
systems such as pose estimators or semantic segmentation systems

• Adversarial audios also transfer among models



Adversarial Examples for Generative Models

• Idea: Create adversarial inputs that can control the latent space of a 
generative model.

• Generate based on adversarial target



Adversarial Examples for Generative Models

• Generative Models.
• An encoder maps a high-dimensional input into lower-dimensional latent representation.  

• A decoder maps the latent representation back to a high-dimensional reconstruction.

• A latent space is an internal representation of the data.



• An example attack scenario:
• Generative model used as a compression scheme

• Attacker’s goal: for the decompressor to reconstruct a different 
image from the one that the compressor sees.

Adversarial Examples for Generative Models
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Latent Space
Adversarial 

Input Generated Output

Target VAE-GAN
(or other latent generative model)

Adversarial Examples for Generative Models



Latent 
Space

Adversarial 
Input

Generated 
Output

Target VAE-GAN
(or other latent generative model)

Optional attacker-trained classifier 
to leverage attacks like FGS

Adversarial Examples for Generative Models



Original Inputs Reconstructions

Adversarial Examples for Generative Models



Adversarial Inputs Reconstructions

Adversarial Examples for Generative Models



Attacking Deep Reinforcement Learning



Attacking Deep Reinforcement Learning



Adversarial Attacks on Neural Network Policies



A3C: A Deep Policy on Pong

Reinforcement learning algorithms:

• Actor – policy network to predict the 

action based on each frame

• Critics – value function to predict the 

value of each frame, and the action is 

chosen to maximize the expected 

value

• Actor-critics (A3C) – combine value 

function into the policy network to 

make prediction



Agent in Action: attack the policy network

Original Frames Adversarial perturbation 

injected into every frame



Attacking Deep Reinforcement Learning



Attacking Deep Reinforcement Learning



Attacks on dynamic environments

Normal environment Adversarial environment 




